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Abstract. In this paper, we describe the initial stages of the project ”Access
to a Linguistically Structured Database of Enquiries from the Language Con-
sulting Center”. This project is attempting to provide an improved access to
the large archives of mainly telephone conversations collected continuously by
the Institute of the Czech Language. The main goal is to open up the unique
Czech data acquired from the queries to the Language Consulting Center and to
build the semi-automatic system that will facilitate searching and categorizing of
these queries. For this purpose, the Automatic Speech Recognizer (ASR) and the
language processing methods are being designed. The vocabulary used in such
queries contains many unusual words unlike the common speech (e.g. linguistic
terms). In order to train the ASR system, it is necessary to manually transcribe a
large amount of speech data, identify the appropriate vocabulary, and obtain rel-
evant text for language modeling purposes. In this paper, the proposed telephone
system for recording the new data and the baseline speech recognition on these
data is described. The first experiments with the topic detection on these data
aimed at discovering what can be found in them and also how to preprocess them
is also described.

Keywords: automatic speech recognition, topic detection, telephony system, lan-
guage consulting

1 Introduction

The Language Consulting Center (LCC) of the Czech Language Institute of the Academy
of Sciences of the Czech Republic provides a unique language consultancy service in
the matters of the Czech language. The counselors of the LCC are answering questions
regarding the Czech language problems on a telephone line open to public calls. The
data, gathered from these language queries are unique in several aspects. The Language
Consulting Center deals with completely new language material so it is the only source
of advice for new language problems. It also records peripheral matters that will never
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be explained in dictionaries and grammar books as these are focused on the core of the
language system.

The main goal of the project “Access to a Linguistically Structured Database of En-
quiries from the Language Consulting Center” is to publish these unique data acquired
from the queries from the LCC and to deal with them in a new, user-friendly language
software database. In order to make these data more accessible a semi-automatic sys-
tem for processing the queries and recording them in the database is being created. The
aim of publishing these data is not only to provide the practical help for users solving
language problems but also to create a tool that would preserve those language data as
a national attribute. These data are not preserved in any other linguistic source as these
sources have a different focus (see section 2 for a detailed description).

The final system is designed to be a flexible tool that would work long after the
project is finished. A semi-automatic system for processing the queries and recording
them in the database is being created. The system will facilitate searching and catego-
rizing the queries by the language counselors and database users. For this purpose, the
Automatic Speech Recognizer (ASR) and the language processing methods (like topic
detection, keyword spotting, etc.) are being designed to describe the speech data to al-
low their better accessibility. From the description of the nature of the data can be seen
a clear challenge for the ASR and the language processing methods. The queries often
contain a new language material (new expressions, foreign words, etc.) for language
counselors themselves and the vocabulary also contains many unusual words compared
to the normal speech (e.g. linguistic terms). From this, it appears that the query dictio-
nary contains words that are not used in the common Czech language, they either fall
into the domain of linguistics, or may be completely new to the language itself.

The goal of our system is to help the language counselors with the description of
the queries, the system will provide the recognized text and the suggestions for topics
etc., but the final decision is on the counselor himself. Furthermore, the automatically
recognized text can be used for searching in the database and creating statistics about
the content of it. In this initial phase of the project the ASR and the topic detection
methods are developed to help the language counselors and other users to work with
these data.

The telephone calls from the LCC are considered to be the primary source for the
database and also for our training process, but for the start of the project, the Czech
Language Institute also has some stored old email communication with user queries
which can be used for the first experiments. Before this project, the LCC has been
recording data only on the analog telephone line (8kHz, µ-law resolution) stored only in
mono (counselor and user mixed in one channel). These data are very insufficient for the
automatic recognition and subsequent categorization because of their bad quality and
the difficulty in separating the question and the answer properly. For this purpose, the
new recording system was applied to store the queries called to LCC with better quality
(8kHz, 16bit resolution) and with separated channels. The biggest improvements are the
significantly higher signal-to-noise ratio and separated speakers in different channels.
Because of the difficulty to describe the challenging language material in queries fully
automatically, the recording system allows the user to specify the content of speech
query during the recording to give more precise information for further semi-automatic
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processing. The proposed telephone recording system is described in section 2.1 and
the results of the ASR are shown in section 3.

The final goal is to classify the query into the linguistic topics and store it in the
linguistics database. The query will be stored with automatically recognized speech
transcript and semi-automatically assigned linguistic categories. The definition of these
actual topics is one of the goals of this project (the part of the partner of the project, the
Czech Language Institute). The first experiments with the topic detection methods on
these data can be seen in section 4.

2 Data

The previous calls to the LCC were stored as a low quality recordings and are not acces-
sible to the public, so there was no way to search in a previously answered questions.
The newly designed system would allow the users to search in the previous questions
and look for the answers in them. The database would also serve as a collective historic
memory of the evolution of the Czech language and grammar rules.

2.1 Telephony System

High-quality records are essential for automatic speech recognition (ASR). Before this
project started, the LCC used an analog phone line of a low voice quality. Moreover,
both channels (incoming and outgoing) were mixed. After the first experiments on the
existing low-quality mono data, we decided to look for another approach to improve
the quality of the newly collected data. After examining possible options, we decided to
design a new system based on the Voice over Internet Protocol (VOIP) and Asterisk [2]
as an open source telephony platform.

Fig. 1. Telephony System

The Figure 1 shows the architecture of the telephony system. “On-line Operator”
responds to the customer queries in the time of the LCC open hours. He also uses the
web application to write down some notes about the responded queries, and he assigns
the call to one or more “Off-line Operators” (linguistic experts) for post-processing
according to their expertise. At this time, the “Off-line Operators” divide the call into
queries and write down their classification based on the linguistic topic tree. These
data are used as labels for the automatic topic detection. This post processing is really
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time consuming for the “Off-line Operators”, so we suppose, in future, the process will
reverse and the calls will be automatically spit into the queries concerning a single
linguistic question and assigned the automatic topic at the time of the call and the “Off-
line Operators” will only check the correctness or fine-tune the data.

3 Baseline Automatic Speech Recognition System

This section describes the baseline Automatic Speech Recognition system designed to
describe the speech data to allow their better accessibility in the final online database.
The data represent a clear challenge for the ASR system as they often contain a new
language material and the vocabulary also consists of many unusual words compared
to the normal speech.

3.1 Front-End and Acoustic Modeling

For the stereo data the standard Kaldi “nnet” recipe [14] (with RBM pre-training for
every layer) was used for hybrid DNN/HMM model, with approx. 5000 states, DNN
6 layers with 2048 neurons each, learning rate starts at 0.008 and using early stop-
ping criteria. The model was trained on 500 hours of spontaneous telephone speech,
all converted into the quality of target data. As the feature descriptor, we used a DNN
introduced in the paper [20]. Short-time feature vectors are computed from an absolute
spectrum by the means of a small NN (which has 256 neurons in an only one hidden
layer and 16 neurons in an output layer), mean and variance normalization and all rele-
vant delta and delta-delta coefficient are then computed. Finally, a linear transformation
(trained simultaneously with the small NN) is used to splice (21-vectors-long) the time
window of all the previous features into the resultant vectors (with 40 features).

The model was trained on various 500 hours of spontaneous telephone speech cor-
pora ([3], [13] and other unpublished sources), all converted into target quality.

3.2 Language Modeling

For the better aim of the language model, we trained a domain LM [11] with the dictio-
nary size 174k as a standard trigram language model with Kneser-Ney smoothing with
maximal entropy criterion. This model was trained on the available transcribed data
from LCC of the language counselor (0.5 million tokens) and the client (0.5 million
tokens) and from the email communication (counselor 3.8 million tokens and client 3.4
million tokens). For the resulting LM model we have mixed these four available data
sets with weights 0.70, 0.16, 0.10 and 0.04 for counselor LM and with weights 0.62,
0.23, 0.03 and 0.12 for client LM. As you can see the main influences were on the data
from transcription of the language counselor calls in both cases.

3.3 Experiments with ASR

In the results of the proposed system on the stereo data (shown in Table 1) can be seen
the higher correctness of ASR for the language counselor. There is a limited amount of
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role Corr [%] Acc [%]
language counselor 85.03 82.41

client of LCC 82.52 78.62
Table 1. Correctness [%] (Corr) and Accuracy [%] (Acc) for the ASR system on stereo data
separately evaluated for the language counselor and the client.

transcribed data from LCC, so the test was made only on a small number of sentences.
From the results can be seen that the language counselors speech has better accuracy of
transcription. It is mainly caused by the professionality of the speaker (his confidence
about the topic, the consistent vocabulary and less colloquial speech) compared to the
client of LCC. Still, the accuracy of this ASR can be enhanced by improving the AM
and with the use of LM trained on more transcribed data of LCC which are now of
limited amount. Also, the knowledge that the specific language counselor is speaking
(from the finite set of speakers) can be used to improve the accuracy of ASR, e.g. by
adapting the AM on that speaker or by choosing the speaker dependent AM for each
particular speaker in the counselor part of the conversation. Those are the aims of the
project in the next years.

4 Topic Detection

As stated before, one of the goals of this project is to develop a semi-supervised topic
detection system, which would help the counselors from the LCC to faster categorize
the newly recorded query into the database. The idea is, that the topic detection system
would try to identify the topic of the query as soon as the call ends and the recording is
processed with the ASR system, so the counselor would be provided with this informa-
tion when he starts to fill in the metadata of the query call. The topics would correspond
to the linguistic categories defined by the Czech Language Institute, that is organized in
a rich hierarchical structure - linguistic topic tree with hundreds of leaves as linguistics
categories. In this state of the project, our goal is to find the essence of the particular
query and categorized it into the higher level of the topic tree (find the meta-category).
According this classification, the suitable language counselor will be chosen with an
appropriate expertise to precise decision about the topic in the query.

4.1 Unsupervised Topic Detection

For the first experiments, the LCC has supplied us with the stored older queries in the
text only form, consisting of 2126 letters with only the counselors answer (without the
original query) and 70718 email communications, mostly containing both the query and
the answer. All text parts were lemmatized since lemmatization was shown to improve
the effectiveness of natural language processing methods in highly inflected languages
(as is the Czech language) [4][15][5]. For the lemmatization, an automatically trained
lemmatizer described in [6][7] was used. The comparison of the use of the original and
the lemmatized text is also shown in section 4.1.
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We have tried three approaches, the first one was the classic K-means clustering
algorithm [10] on the texts preprocessed with the TF-IDF weighting and Latent Seman-
tic Analysis (LSA) [8]. The top terms from each cluster were printed out to find the
contents of the cluster. The other two approaches are the Latent Dirichlet Allocation
(LDA) [1] method applied on the raw TF count vectors and the Non-negative Matrix
Factorization (NMF) [12] method applied on the TF-IDF weights vectors, similarly,
as in the K-means method, the top topics were printed out. Since we do not have the
“ground truth” topic annotations for our data, the experiments were aimed mostly on
discovering some properties of the data, which we can use in our future system devel-
opment. For this experiment only the counselors answers were used. For all algorithms,
we have tried the setting of the number of clusters (topics) from 2 to 50, subjectively
the best number of clusters seems to be around 20 clusters, where the clusters are gen-
eral enough. The results of all approaches were quite similar, the top words or topics
found in them are almost identical. In the lack of annotated data for proper objective
evaluation, we can only state that the results are very promising and the most common
topics distinctively emerged. The most common queries (most distinctive clusters in
the setting of around 20 clusters, the rest was either incomplete questions, greetings, or
infrequent questions merged together) are about (this was also confirmed by the LCC
counselors): How to form feminine surnames from masculine ones; How the write the
capital letters in street names with a preposition in it; If it is correct to write Romany
or Gypsy; What case to use when addressing somebody; How to write capital letters
in the geographical terms (actually split into two clusters about towns and generally);
How is the official form of degree abbreviations; How to properly write punctuation
when using different subordinate clauses; How to decline the adjectives connected with
a noun; What is the meaning of some word; And also a quite big cluster of answers,
that the LCC provides only the linguistic consulting, not the legal consulting.

Lemmatization The results presented in the previous section were achieved on the
lemmatized data since from our previous experience with the processing of the Czech
data the lemmatization tends to improve the results. Our next experiment was aimed at
confirming or disproving this assumption. We have repeated the previous experiment
also on the non-lemmatized data and it can be confirmed, that the results are better with
the use of the lemmatization to preprocess the text data. With the non-lemmatized data
the formed clusters seems to be less meaningful and also the description with the top
words/topics is less readable. The lemmatized results contain only descriptive words
and the topic of the cluster can be easily derived from them. On the other hand, with the
non-lemmatized data, the top words contain nondescriptive and also common words so
the actual topic of the cluster is hard to derive (only by looking at the contained data).

Query or Answer (or Both)? The next set of experiments was aimed at finding out if
it would be better to use only the answers (like in the first experiments) or the queries,
or both, since the new stereo recording (described in section 2.1) would allow us to
distinguish between them. For these experiments, we have used the set of emails and
we have adopted all methods described in previous section 4.1. We found out that on
this bigger set, the K-means algorithm seems to be overperformed by the NMF and
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LDA, which performed quite alike. The most common topics found in the previous
experiments were confirmed. We have found out that the best option is to use only the
counselor answer since it tended to form the most compact clusters/topics, using only
the queries seems to form the least meaningful clusters. We have looked into the data
for the reason of this effect and we have found out, that the counselors tend to form the
answers in a more general way than the query is.

4.2 Supervised Topic Detection

In the second experiment, we focus on the query from the telephone calls. Each call
contains generally more than one query. Therefore, we cut each call into parts with one
question about a particular topic. This division of calls was made manually by LCC
counselors, the automatic division will be solved later in this project using methods for
spoken language understanding [18].

Our dataset consist of manually transcribed 607 parts of historical mono phone calls
and automatically transcribed (by our ASR system) 3128 parts of actual stereo phone
call, all divided into 20 categories by their topic. This 20 categories were manually
assigned by counselors from LCC and corresponds with higher level of the linguistic
topic tree (for example ”semantics” or ”lexicology”). The division of phone call into
categories is not uniform, some categories contain only a few parts. The setting of this
experiment (mainly the number of categories, the using of lemmatization and experi-
ments only on answer) is based on previous findings (see section 4.1).

In preprocessing stage, all uppercase characters were lower-cased and all digits were
replaced by one universal symbol, lemmatization using MorphoDiTa [17] tool 1 and
stop word removal was applied to all data.

Our results (see Table 4.2) were gained using simple supervised classificaton algo-
rithm Linear Support Vector Machine (SVM). This algorithm uses a different inputs:
TF-IDF weights with dimension D = 5000, doc2vec features also with dimension
D = 5000 created by Gensim package [16], both of these vectors after LSA dimen-
sionality reduction (D = 200) and their combination (by concatenation of these two
vectors) after LSA dimensionality reduction (D = 200 + 200). The Accuracy measure
is applied on different parts of our dataset and represents the percentage of correctly
classified parts of transcribed phone calls (i.e., show what percentage of the parts is
assigned to the correct topic). 10-fold cross-validation was used to get the results.

The amount of manually transcribed data is considerably smaller in comparison
with the ASR transcriptions but contains less mistakes in annotation, therefore the re-
sults on these different data are comparable.

The experiments shows the best results using all data (manual and ASR transcrip-
tion, query and answer) for training the classifier. The main reason for this is the limited
amount of training data, so the premise about the superiority of answers data from the
previous experiment in 4.1 has not been confirmed.

The TF-IDF approach exceeded the doc2vec in this task, as in work [19, 9]. The
special character of the data in this project (e.g. linguistic terms) is not precisely repre-
sented by generally trained feature extractor based on doc2vec from Gensim package.

1 ufal.morphodita at https://pypi.python.org/pypi/ufal.morphodita
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Accuracy of methods [%]
Linear SVM method with features

Data TF-IDF TF-IDF doc2vec doc2vec TF-IDF (LSA)
(LSA) (LSA) + doc2vec (LSA)

manual transcription 76.58 75.20 69.87 66.45 76.84
ASR transcription 76.56 70.33 69.28 66.93 73.44
ASR transcription - answer only 74.56 65.23 63.78 61.54 69.05
all 77.92 71.14 70.86 68.36 75.19

Table 2. Accuracy [%] of topic detection on transcribed telephone data.

Also the limited length of a query (400 word on average) tends to prefer the TF-IDF
approach before doc2vec approach.

After the dimensionality reduction of the input vector by LSA the result decrease
minimally. Then, the combination of these two methods (after LSA) brings almost the
same accuracy as the TF-IDF approach with full dimension.

5 Conclusions

The objective of this paper is to verify the feasibility of the goals of this project and to
introduce the first results made on the available data. Looking at the first results of our
ASR system (with the stereo data, domain LM) we can say that our system is designed
correctly and the results are promising.

The topic-oriented text together with a large portion of manual transcripts could
improve the performance of the recognition task and also enable the appropriate topic
identification. The experiments with topic detection introduced a reasonably effective
approach of the textual transcribed phone calls query. The manually transcribed data
shows a slightly better results, nevertheless, the ASR transcription proved the practica-
bility of our approach and with increasing the number of data the accuracy will rise.

The presented results with the processing of the available data show the first step
to fulfill the goal of the project: to publish these unique data acquired from the queries
from the LCC and to create an on-line linguistic database.
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