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Abstract. In the present paper, several experiments on text-to-Bpggstem
personification are described. The personification enable system to pro-
duce new voices by employing voice conversion methods. Hsellme speech
synthetizer is a concatenative corpus-based TTS systechwiilizes the unit
selection method. The voice identity change is performethbytransformation
of spectral envelope, spectral detail and pitch. Two diffitpersonification ap-
proaches are compared in this paper. The former is basededrattisformation
of the original speech corpus, the latter transforms thpuduif the synthesizer.
Specific advantages and disadvantages of both approaehg@iseussed and their
performance is compared in listening tests.
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1 Introduction

Within the concatenative corpus-based speech synthasi®frork, a new voice can be
obtained by recording a new large speech corpus by the dexdapeaker. From that
corpus, containing several thousands of utterances, a ngwwventory is created and
used within the synthesis process [1]. However, recordinguoh a great amount of
speech data is a difficult task. Usually, a professionallegeia required.

Alternatively, text-to-speech system personificationd@ables this system to pro-
duce new voices by employing voice conversion methods. Maater speech data
are necessary. Our voice conversion system [3] convertdrgpenvelope and pitch
by probabilistic transformation functions; moreover, &pal detail is transformed by
employing residual prediction method.

Two different personification approaches are describeccanpared in this paper.
The former is based on the original speech corpus transtaymahe latter transforms
the output of the synthesizer. Specific advantages andwdintatjes of both approaches
are discussed and the performance is compared by usinggmeédistening tests.

The paper is organised as follows. In Section 2, the bas@&liif system planned
to be personified is described. In Section 3, the voice caiwemethods are specified.
Section 4 deals with the TTS system personification taskii@eb describes our first
personification experiments. In Section 6, the results aeudsed and future work is
outlined.



2 Baseline TTS system

The text-to-speech system ARTIC employed in our persotificeexperiments was
in detail described in [1]. It has been built on the principtd concatenative speech
synthesis. Primarily, it consists of three main modulesuatic unit inventory, text pro-
cessing module and speech production module. It is a cdrpsed system, i.e. large
and carefully prepared speech corpora are used as the diauhe automatic defini-
tion of speech synthesis units and the determination of fimindaries as well as for
unit selection technique.

Our TTS system was designed for the Czech language, nelesshmany of its
parts are language-independent. For our personificatipargrents, a female speech
corpus containing 5,000 sentences (about 13 hours of speastemployed. The block
diagram of our TTS system is shown in Fig. 1.
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Fig. 1. A scheme of our TTS-system ARTIC including the both persoatfon approaches — see
dashed and dotted blocks.

3 Voice conversion system

The voice conversion system utilized for the aforementisyestem personification was
introduced in [3]. A simplified version of that system is délsed in this section. For
the training of transformation functions, parallel uttesas (i.e. pairs of source and tar-
get speakers’ utterances) are employed. Voiced speechligsad pitch synchronously;



each segment is three pitch periods long and the shift ofyaisavindow is one pitch
period. Unvoiced segments are 10 msec long with 5 msec qvértee spectral enve-
lope of each frame is obtained by using the true envelopmatir [4] and represented
by its line spectral frequencies (LSFs). The parameterrasdeelected individually for
each speaker in order that the average envelope approaimetior is lower than pre-
defined threshold. Moreover, spectral detail is obtainel@mplement of the spectral
envelope into the full spectrum. In case of linear preditaoalysis, the spectral detalil
corresponds to the residual signal spectrum. The LSF paeasrend the fundamental
frequency are transformed by probabilistic transformratimctions. The spectral detalil
is estimated by a residual prediction method.

3.1 Parameter transformation

Nowadays, the probabilistic (GMM-based) transformatibhi the most often used
transformation function in VC systems. The interrelatiatvieen the time-aligned
source and target speaker’s LSEabdy, respectively) is described by a joint Gaussian
mixture model with}A/ mixtures(2®,
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All unknown parameters are estimated by employing the datiea-maximization
algorithm. The transformation function is defined as caoddl expectation of target
given sourcer
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3.2 Ry transformation

Analogically to the case of parameter conversion, timgredd source and target instan-
taneous{ valuesf(®) andf(¥) are described with a joint GMM
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Again, the converted fundamental frequelfé’yﬂ is given as the conditional expec-
tation of targetf(*) given sourcef(*)
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3.3 Spectral details transformation

Spectral detail is also very important for speaker idengégception. It is a complement
of the spectral envelope into the full spectrum and conefssnplitude and phase parts
— A(w) andp(w), which are converted separately. Its transformation uélizes the
relationship to the shape of spectral envelope, e.g. by@ying codebooks [6].

The training stage starts with the clustering of trainingapaeter vectorg into
@ classes(2;; k-means algorithm is employed. Each clags is represented by its
centroidy, and covariance matris,. The pertinence of parameter vectgrto class
(2 is defined as
[(yn = 5)S7 (9 — 5)]
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All target speaker’s training data are uniquely classifieéd those classes. For each
class(2;, a setR, of pertaining data indexes is established
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Within each parameter clagg), the training data are divided intb, subclasses
{2, , according to the instantaneous fundamental frequencizdch subclass?, , is

described by its centroiﬂéf’é). The data belonging into this subclass are defined using a
setR, ¢ of corresponding data indices
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For each subclas€; ,, a typical spectral detail is determined as follows. Typica

amplitude spectrumﬁfj_’g (w) is determined as the weighted average over all amplitude
spectraA&Ly) (w) belonging into that subclass
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and the typical phase spectruﬁrflf’g (w) is selected
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During the transformation stage, for the transformed patamvectory,, and fun-

damental frequencﬁ,(by), the amplitude spectrum?igf’) (w) is calculated as the weighted
average over all classe8;. However, for each clas€;, only one subclass?, , is

selected in such a way that its centrgffldé is the nearest to frequeng?)%y)
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The phase spectru), (w) is selected from the parameter cl&&s with the highest
weightw(§2; | g,,) from that subclas$;”, having the nearest central frequerﬁ%
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4 TTS system personification

4.1 Personification approaches
In principle, two main approaches to concatenative TTSesygiersonification exists.

1. Transformation of the original speech corpus — a new unit inventory is created
from the transformed corpus. Thus for each new voice an iiddal unit inventory
is created and ordinarily used for the speech synthesis.

2. Transformation of TTS system output — a transformation module is added to the
TTS system. The generation of the new voice is performedanstages: synthesis
of the original voice and transformation to the target voice

Each of these approaches has specific advantages and aduagitages. The ap-
proach based on original corpus transformation can be ctesized as follows:

+ The converted corpus can be checked and poorly transforttes@iuices rejected.
Thus the influence of conversion failure can be suppressed.

+ The synthesis process is straightforward and it is not @&eldy additional trans-
formation computation.

— The preparation of new voice is time consuming — the wholg@ustas to be
converted and a new unit inventory built.

— Huge memory requirements for storing several acousticioveéintories, especially
in cases when more different voices should be alternatsyiyhesized.

Properties of the second approach can be briefly summarized:

+ A new voice can be simply and quickly acquired, only a new $etomversion
functions has to be added.

+ Lower memory requirements — only the original unit invegtand conversion
functions for other voices have to be stored.

— The resulting system works slower — an extra computatioa fion transformation
is needed.

4.2 Data origin

In our conversion system, parallel speech data is necefssdhge training of conversion
function. Within the TTS system personification framewm&urce speaker’s speech
data can be obtained in two different ways



— Natural source speech data — Source speaker’s utterances are selected from the
original corpus. The recording of additional utterancethigysource speaker is less
suitable, especially in cases when a long time has elapsed siriginal corpus
recording, because his/her voice could change since that ti

— Synthetised source speech data — Source’s speaker utterances are generated by the
TTS system. This is necessary in cases when target speakerances are given,
but not involved in the source corpus. Moreover, none of sptakers is available
for an additional recording.

Considering the training and transformation stage coersést a natural training
data seems to be preferable for the source corpus conveksiorever, in the case of
TTS system output transformation, a sythetised sourcaitigdata is more suitable.

5 Experiments

The performance of a conversion system can be evaluatediby sis-called perfor-
mance indices
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wherex,,, y, andy, are source, target and transformed parameter vecﬁf%(w),
AW (w) and AW (w) are corresponding spectral envelopes @nhd usually the Eu-
clidean distance.

The higher are the values of parameter and spectral perfar@riadex, the higher is
the similarity between transformed and target utteranctegiinparison with the original
similarity between source and target utterances.

In addition to those objective mathematical rates, the @p@eoduced by conver-
sion system or by the personified TTS system can be evaluatéstaning tests. For
comparison of several system setups a preference test @angleyed.

In our experiments, two nonprofessional target speakexsrded 50 quite short
sentences (about 6—8 words long), which were selected fhentdorpus mentioned
in Section 2. Thus, parallel training data was availablethiiithe training stage, 40
utterance pairs were used for the estimation of conversinction parameters.

5.1 The influence of data origin

Regardless of the personification approach, source sge#kéning data can either be
natural or synthetised by the TTS system (or both togethgthat case was not taken
into account). Hereinafter, we use notation NTD/STD fumtfior conversion functions
trained by using natural/synthetised source training.data

A question arises whether the conversion function trainedatural data could
be used for synthetised speech transformation and vicevéhs, NTD and STD
conversion functions were trained and employed for thesftamation of both natural
and synthetised speech. An objective comparison of NTD didi#&rformance, based



Table 1.The influence of training data origin: natural or synthetise

Training | Testing Male 1 Male 2
data data || Poar Psp | Ppar Psp
natural | natural || 0.239 0.230| 0.354 0.344
synth. | synth. || 0.242 0.233] 0.331 0.324
synth. | natural || 0.194 0.194{ 0.357 0.347
natural | synth. || 0.209 0.200| 0.325 0.316

on performance indices, is presented in Table 1. The uttesnthat were not included
in the training set, were used for this assessment.

Moreover, informal listening test was carried out. 10 m#pfints listened to the
pairs of utterances transformed by NTD and STD function. Adteral and synthetised
utterances from both target speakers were evenly occuthd test. In each testing pair,
the listeners should select a preferred utterance acaptdithe overall voice quality.
The similarity to the real target speaker’s voice was nagtakto account. The results
of this test are presented in Figures 2 and 3.

43.8% | 40.6% |

Male 1 | 15.6%

NTD function
preferred

STD function

preferred no preference

Male 2 | 43.7% | 37.5% | 18.8% |

Fig. 2. Preference listening test: Synthetised speech transfmma

Male1 | 62.5% | 219% [ 156%
NTD function £ STD function
preferred no preterence preferred
Male2 | 50.0% | 37.5% [12:5%

Fig. 3. Preference listening test: Natural speech transformation

The results of the mathematical evaluation and the listgtést are consistent. For
both speakers, natural speech is better transformed by NREtibn. The results for
synthetised speech transformation differ for particufz@akers. However, the differ-
ences between the utterances were mostly insignificant.

5.2 Personification approaches comparison

For the comparison of described personification approaghether preference listen-
ing test was employed. Again, participants listened to thiespof utterances produced
by the TTS systems personified by the source corpus tranafanm(approach 1) and



synthetiser output transformation (approach 2). The tesue presented on Figure 4.
For both speakers approach 2 was preferred.

Male 1 ‘ 23.3% ‘ 36.7% ‘ 40.0% ‘

Approach 1
preferred

Approach 2

no preference preferred

Male 2 ‘ 16.7%

40.0% ‘ 43.3% ‘

Fig. 4. Preference listening test: Personification approachepanson.

6 Conclusion

In this paper, two different approaches to the TTS systeraguefication were com-

pared. The former is based on the original speech corpusftnanation and a new
unit inventory creation, the latter transforms the outpluthe original TTS system.

In listening tests the corpus transformation approachaledeto be slightly preferred.
However, the differences were not too significant. Thush lagproaches are well ap-
plicable. Their specific advantages and disadvantage$dsheweonsidered for concrete
applications.
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